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Microgrid Controller System Basic Functionality
• Local objective: manage generation, storage, and loads within 

microgrid boundaries to meet the needs of the local system
• POI objective: manage power flow, power quality, and 

provided ancillary services at the point of interconnection (POI)
• Core Functions [1]:
– Transition
– Dispatch

IEEE Std 2030.7-2017
,(((�6WDQGDUG�IRU�WKH�6SHFL¿FDWLRQ�RI�0LFURJULG�&RQWUROOHUV

��
Copyright © 2018 IEEE. All rights reserved.

Figure 4—Sequences associated with the transition function

6. Dispatch function—dispatch of microgrid assets

6.1 Description and features of the dispatch function

The dispatch function shall include the required dispatching while connected, while islanded, and while 
transitioning between these two steady states. The dispatch function generates and executes dispatch orders 
which are sets of commands to appropriate microgrid assets in accordance with a dispatch rule, which may 
EH�FRQVLGHUHG�D�VHW�RI�VL[�UXOHV��RQH�IRU�HDFK�GLVSDWFK�PRGH�VHW�E\�WKH�WUDQVLWLRQ�IXQFWLRQ��7��WR�7���DQG�RQH�
IRU�HDFK�VWHDG\�VWDWH�PRGHV��66��DQG�66����VHH�Figure 4. To perform its functions, the dispatch function 
also receives microgrid system state information and, if necessary, estimates state information not directly 
observable.

The dispatch function, shown in Figure 3, receives as inputs the state of the microgrid and its components, the 
dispatch mode from the transition function, and a set of dispatch rules. Based on these inputs it calculates a 
dispatch order and sends it to the microgrid components as often as necessary.

The exception to the above process is in the immediate execution of an emergency dispatch order (EDO) 
upon being set to unplanned island dispatch mode by the transition function. This dispatch order may include 
changes in generation dispatch and load shedding as required to match available generation to emergency 
loads. This order is continuously updated as conditions change, and is available for execution without waiting 
to be computed. For example, as the percent of self-generation drops below a certain level, the EDO may be 
updated to immediately drop a certain low-priority load upon an unplanned island event. Since the EDO is 
pre-computed and continuously updated, the dispatch function executes the EDO immediately upon being 
switched to unplanned island dispatch mode. The EDO includes actions such as contingency load shedding.

The dispatch function operates on a longer time frame than the transition function of the microgrid, typically in 
the range of minutes, compared to the range of milliseconds for the transition function. They are implemented 
at the microgrid control system level as required.

Authorized licensed use limited to: National Renewable Energy Laboratory. Downloaded on October 02,2020 at 00:07:13 UTC from IEEE Xplore.  Restrictions apply. 

[1] IEEE Std 2030.7-2017, IEEE Standard for the Specification of Microgrid Controllers

Figure from [1]
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Microgrid Control System Implementation Challenges
• The Microgrid Control System (MGCS) must successfully 

interact with many control devices:
– Inverter, Generator, or Load controllers; Battery Management Systems
– Protective relays
– Distribution Management Systems 
– Supervisory Control and Data Acquisition systems

• Considerations:
– Interoperability with many control devices
– Reconfigurability to accommodate various microgrid designs
– Robust to added, removed, or non-responsive assets
– Local and POI objectives may be competing
– Cyber security
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DOE/NREL Microgrid Controller Procurement Challenge
• Motivation: advance a standardized and systematic approach to 

evaluating microgrid controllers to:
– Allow developers, operators, and key stakeholders to objectively 

understand MGCS performance and make informed decisions
– Promote increased transparency in microgrid technology functionality
– Advance nascent microgrid standards
– Spur further microgrid controller innovation

• Summary: In 2017-2018, NREL hosted a dual-stage microgrid controller 
procurement challenge in which commercial vendors were invited to 
participate in a multi-round competition to demonstrate the best-
performing microgrid controller. The winner’s controller was purchased for 
permanent installation in NREL’s microgrid research platform.
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MGCS Validation Approaches

[2] IEEE Std 2030.8-2018, IEEE Standard for the Testing of Microgrid Controllers
[3] R. O. Salcedo et al., “Development of a Real-Time Hardware-in-the-Loop Power Systems Simulation Platform to Evaluate Commercial Microgrid Controllers,” Technical 
Report 1203, MIT Lincoln Laboratory, 2016. 

• Trade-offs:
– Coverage
– Fidelity
– Complexity/Safety concerns
– Cost

,(((�6WG������������
,(((�6WDQGDUG�IRU�WKH�7HVWLQJ�RI�0LFURJULG�&RQWUROOHUV

31
&RS\ULJKW��������,(((��$OO�ULJKWV�UHVHUYHG�

Annex G

�LQIRUPDWLYH�

Test environment—available platforms

*��� 7HVW�¿GHOLW\�DQG�WHVW�FRYHUDJH�XVLQJ�SRZHU�V\VWHP�WHVWEHGV
The test ¿GHOLW\�UHIHUV�WR�KRZ�DFFXUDWHO\�WKH�WHVWEHG�UHÀHFWV�WKH�DFWXDO�EHKDYLRU�RI�WKH�¿QDO�GHSOR\HG�V\VWHP�
HTXLSPHQW� LQFOXGLQJ� LWV� FRPPXQLFDWLRQ� LQWHUIDFH� DQG� LWV� ODWHQFLHV�� :KHQ� FRQVLGHULQJ� WKH� ¿GHOLW\� RI� D�
WHVWEHG��WKH�¿UVW�VWHS�LV�DW�WKH�¿GHOLW\�RI�WKH�FRQWURO�DQG�SRZHU�HTXLSPHQW�RU�WKH�VRIWZDUH�PRGHOV�UHSUHVHQWLQJ�
WKDW�HTXLSPHQW��7KH�¿GHOLW\�RI�WKH�YDULRXV�VXEV\VWHP�FRQWUROOHUV��RU�WKH�VLPXODWLRQV�XVHG�WR�UHSUHVHQW�WKH�
controllers’ behavior should be considered as well. A testbed may use generic but validated sets of parameters 

with proprietary or common generic models. The proprietary nature of software and algorithms used to control 

FRPSRQHQWV��DQG�WKH�FRPSOH[�EHKDYLRU�RI� WKRVH�DOJRULWKPV��DUH�IDFWRUV� WKDW�PD\�DIIHFW� WKH�¿GHOLW\�RI� WKH�
testbed. Therefore, testbeds using a combination of real and simulated equipment, or exclusively the actual, 

YHQGRU�VXSSOLHG�FRQWUROOHUV�DQG�HTXLSPHQW��DUH�WHVWEHGV�ZLWK�LQFUHDVHG�¿GHOLW\�

The test coverage refers to the range of test conditions that can be executed with improved safety on the 

testbed. While all testbeds can handle SS conditions, it is more challenging to test faults and protection, 

resynchronization and reconnection, and other situations requiring fast-responding controls. This is especially 

the case with testbeds that operate at elevated voltages and power levels since test failures can result in damage 

to costly equipment.

The testbed tradeoffs are notionally represented in Figure G.1. Figure G.1 also represents, from left to right, 

WKH�ÀRZ�RI�WKH�GLVFXVVLRQV�LQ�WKLV�DQQH[�

Figure G.1—Notional comparison between power testbed types

Software simulations are the traditional method used by power system engineers. They are usually performed 

in a non-real-time fashion, although real-time simulators can be used for full software simulation or faster-

than-real-time simulation in order to reduce computational time. Software simulations are used for SS 

SRZHU�ÀRZ�DQDO\VLV�DQG�VKRUW�FLUFXLW�DQDO\VHV��DV�ZHOO�DV�G\QDPLF�DQG�HOHFWURPDJQHWLF�WUDQVLHQW�DQDO\VLV��
For most of the MGCS dispatch scenario evaluation, SS–stepped (quasi-SS transient) simulations may be 

Authorized licensed use limited to: National Renewable Energy Laboratory. Downloaded on October 02,2020 at 00:07:41 UTC from IEEE Xplore.  Restrictions apply. 

NREL MCPC Stage 1 NREL MCPC Stage 2
MIT LL Microgrid 
Symposium 2017 [3]

Figure adapted from [3]

Figure 
from [2]
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GHOST
• The microGrid Hardware-in-the-loop Open Source Testbed (GHOST) was 

developed at NREL to evaluate MCPC controllers 
• Implements CHIL and PHIL stages 
• Expands upon a validated, open source microgrid power system model for an 

industrial facility developed by MIT LL [3] – NREL added smart DER models, 
additional PHIL node with smart controllable DER assets for the MCPC

• Implements multiple test scenarios that go beyond the standardized 
framework test conditions (e.g., [2]) to evaluate important cost and 
operation factors for practical microgrids under challenging scenarios

• Key performance parameters (KPPs) are utilized to evaluate aggregate 
performance - relative weights adjusted based on industry focus group input

• All models, scenarios, code, etc. are now open source and available: 
https://github.com/PowerSystemsHIL/EPHCC

[2] IEEE Std 2030.8-2018, IEEE Standard for the Testing of Microgrid Controllers
[3] R. O. Salcedo et al., “Development of a Real-Time Hardware-in-the-Loop Power Systems Simulation Platform to Evaluate Commercial Microgrid Controllers,” Technical 
Report 1203, MIT Lincoln Laboratory, 2016. 

https://github.com/PowerSystemsHIL/EPHCC
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GHOST RT-HIL Model and HMI

 
Figure 2: Various fidelity levels of microgrid testbeds. 

integrating these evaluations within low-cost, fast CHIL testing, 
controllers can be subjected to and prepared for realistic power 
scenarios. 

IEEE 2030.8 also excludes the evaluation of a controller’s 
communications interfaces or its cybersecurity. A reliable and 
functioning communications system, including protocols and 
tools, is necessary for implementing safe, secure, and cost-
effective microgrid control architectures [10]. 

Although the evaluation of the cyber-physical security of 
controllers is not included in the proposed model, it was tested 
separately within the procurement challenge and is a suggested 
component for controller evaluations. The advanced control 
and command functionalities of emerging energy resources, 
such as a microgrid, imply a larger attack surface and increased 
susceptibility to cyber-physical attacks [11]–[13]. Therefore, 
the evaluation of a microgrid controller should include analysis 
of its resistance to cyber threats and the interoperability of its 
communications system. 

Cyber testing accounts for both controller system-level 
architectures discussed in IEEE P2030.8: those that are 
distributed, comprising local and system controllers and an 
application server, and single controllers with software-defined 
networking switches. Cybersecurity testing in the procurement 
challenge implemented a bump-in-the-wire security approach, 
which protects the mixture of legacy and modern technologies, 
diminishes reliance on vendors to implement proprietary 
security controls, and places increased emphasis on securing the 
entire network against threats. 

The proposed model includes testing for all the core 
functions discussed in IEEE P2030.8, and it broadens the 
standard to include further testing related to: 
x Communications operation 
x Fuel usage 
x Adherence to interconnection contract with the grid 
x Fulfillment of distribution service operator commands 
x Characterization and evaluation of power quality 
x Microgrid battery management 
x Degradation over lifetime of microgrid devices. 

D. Focus Group Input 
GHOST was informed by input from two focus groups of 

microgrid stakeholders. The groups responded to questions 
that helped craft the test sequences, performance metrics, and 
relevance to industry. Examples of perspectives gained 
include:  
x What are the most important advanced functionalities that 

microgrid controllers operating in grid-connected mode 
should provide? 

x What are the core functionalities that all microgrid 
controllers operating in island mode should provide? 

 
Figure 3: The GHOST test feeder models three substations supplying 
an electric power network baseed on a real-world location, and 
presents challenges that will be found in a community microgrid. 

x What are the most important attributes of a microgrid that 
drive the decision-making process for early adopters? 

Responses helped align GHOST’s technical development 
with industry expectations of progress in the microgrid arena. 
For example, certain key performance parameters (KPPs) took 
greater precedence as a result of industry input. The focus group 
helped highlight controller attributes that are relevant to  
industry and that might otherwise have been overlooked in  
GHOST’s development.  

E. Procurement Challenge 
With sights set toward advancing microgrid controller 

testing, the U.S. Department of Energy’s NREL hosted a 
unique, dual-staged competition called the microgrid 
procurement challenge. Participants in the competition 
configured their controllers to suit the testing methodology 
developed by NREL and MIT’s Lincoln Laboratory [14]. The 
best-performing controller was then purchased to become a 
permanent installment in NREL’s microgrid research test bed. 
The impetus for such a competition stemmed from the nascent 
stage of microgrid controller standards, which in turn limited 
the amount of available comparative research on controllers. 
The inability to compare the operation of controllers has 
resulted in a lack of transparency in microgrid functionality and 
has motivated the need for a new testing methodology guided 
by and expanding on the outlined requirements of IEEE 2030.8. 
The testing methodology proposed in this paper, GHOST, was 
used to evaluate microgrid controllers from industry 
participants. Testing took place in both CHIL and PHIL 
environments, where participants faced both planned and 
unplanned contingencies. Between test sequences, participants 
could use results from the previous round to adjust their 
controller’s configuration, which resulted in consistent 
performance improvements over challenge time. 

III. THE GHOST MODEL 
PHIL testing requires a lot of specialized equipment and 

safety considerations, whereas CHIL is more flexible but might 

• Three feeders, overall peak 16.5 MW
• Distribution at MV (13.8 kV) and LV (4.16 kV, 2.4 kV, 208 V) 
• (25) loads: 9 critical, 8 priority, 8 interruptible
• (2) large induction motors
• (3) Synchronous Generators (4, 3.5, 1.5 MVA) with controls
• (2) PV inverters (5, 2 MW) with controls
• (2) ESS inverters (5, 2 MVA) with controls
• Inverter control: grid-forming, grid-following, with seamless 

transition and droop functionalities
• (49) circuit breakers with protective relays, IEC 61850, Modbus 
• (1) DMS interface
• Single phase nodes: 291
• RT Simulation on Opal RT OP6500 – 12 cores, Ts = 100µs
• Controller interface: based on ethernet only

– 50 IEC61850 GOOSE interfaces
– 56 Modbus TCP interfaces
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GHOST PHIL Configuration

Real power hardware:

• 270 kVA Grid Simulator
• 100 kVA PV Inv.
• 250 kW PV simulator
• 250kVA ESS inverter
• 250 kW emulated battery 

(bi-directional DC supply)
• 250 kW load bank
•ABB Circuit Breaker
• 80 kW diesel generator
• Electric Vehicle
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NREL Distribution Scale PHIL + CHIL Evaluation Platform
High-

Performance
Computing

Residential-scale
Custom Power Electronic 
Interface for multi-input 
DC Energy Management 

and AC-side Fast Response

Interconnected via CHIL

Co-simulated Bulk Power System Model

Residential Building Appliance Loads

(6) Total DER Racks

Each with (18) 
controllable devices:
• 2 PV String Inverters
• 12 PV microinverters
• 1 Battery Inverter
• 3 loads

Questions?
Contact Blake Lundstrom
Blake.Lundstrom@nrel.gov

Distribution System Scale
Power- and Controller-
Hardware-in-the-Loop 
Evaluation Platform

Blake Lundstrom
Senior Research Engineer
Power Systems Engineering Center

31 March 2020
DERlab Labco
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GHOST Example Test Sequence (100 min)

 
Figure 5: An elaborate, 100-minute test sequence in GHOST that 
includes unplanned islanding, planned islanding, and critical control 
functions. 

simulating these devices is that users are not expected to 
purchase inverter and generator controllers and integrate them 
with multiple analog and digital I/O lines, which largely 
extends the process of building the test bed setup. For the many 
commercially available inverters, it is not a simple task to 
extract their control system and integrate it with a simulation. 
Therefore, it is necessary to either use the simulated version of 
a given inverter or implement the PHIL concept in testing. Once 
GHOST is configured in the RTS, no other devices are needed. 
Further, GHOST is open-source, and it can be quickly 
reconfigured for other microgrid arrangements. 

B. PHIL 
As mentioned, PHIL can increase the fidelity of the 

experiment because PHIL uses real devices with their 
communications protocols, protective devices, and other 
peculiarities rather than assumed models. To implement a PHIL 
experiment, part of it is implemented in RTS while another part 
is set up in the laboratory. The fourth feeder of the Banshee 
model corresponds to the system that has been built at NREL’s 
laboratory. It consists of two busses; a real circuit breaker relay, 
CB401 (ABB SACE Emax 2); and various controllable smart 
DER assets. The PV inverter (AE 100-kW inverter) is coupled 
with a programmable dc source (250-kW Magna-Power), 
allowing for various irradiance profiles. The ESS inverter 
(Caterpillar 250 kW) and generator (80-kW Cummins Onan) 
are able to form the grid during islanded operation but follow 
the grid during grid-connected operation. Thus, it is important 
to test real asset integration with the microgrid controller in 
both states as well as during transition periods. Multiple 
categorized loads will also be available. Some can be controlled 
using the same type of generic circuit breakers as in the CHIL 
model.  

To enable the PHIL experiment, an Ametek 270-kW, 
bidirectional, programmable ac grid simulator is used. The grid 
simulator will follow the voltage measured within the RTS 
model while current measured at the terminals of the real grid 
simulator will be injected back into simulated model, which 
closes the PHIL loop. Current injected into the model is 
multiplied by factor of 20: the impact of an 80-kW generator 
onto a simulated system corresponds to 1,600 kW in a real 
system—the same as assumed during CHIL testing with the 
simulated version of a fourth feeder. 

IV. GHOST TESTING METHODOLOGY  
AND CHALLENGE RESULTS 

The testing requirements of GHOST provide a mechanism 
for evaluating basic functionality currently included in IEEE 
2030.7 and 2030.8; testing for essential advanced features that 
concern economic operation, power quality, forecasting, and 
other functions; as well as testing of a controller’s ability to 
prioritize among these features. A controller’s performance in 
GHOST corresponds to its ability to perform as many of the 
functions as possible [16]. 

A. Testing Controller Functions 
These functions are evaluated in GHOST’s 100-minute test 

sequences, which aim to mimic real microgrid operation 
scenarios with events that allow accelerated testing of multiple 
functionalities. A rough scenario is known to the user so that 
they can forecast approximate pricing and solar insolation (Fig. 
4) and use this knowledge in internal optimisation algorithms. 

Once the test sequence initiates, the controller is subjected to 
variability that needs to be handled by the microgrid controller 
in real time, e.g., during PV shading by clouds, as shown in Fig. 
4, wherein 90% of solar generation is lost at minute 60 of the 
sequence within a fraction of a minute and the microgrid 
controller needs to instantly dispatch other assets or shed 
interruptible loads to keep the load-generation balance. 
Multiple other contingencies that are tested are shown in Fig. 5, 
including:  
x Motor startup 
x Motor trip-off 
x Loss of a single synchronous generator 
x Loss of energy storage 
x Loss of a single PV generator 
x Line faults. 

An example test script assumes that the microgrid will be 
islanded twice. First, at 31 minutes, a planned island is 
requested by the DMS by setting a disconnect request flag. The 
microgrid is permitted to reconnect in minute 55 by taking the 
disconnect request flag down. Another islanding event happens 
at minute 70 with a simulated fault at location 1. This event 
should be detected by the feeder’s protective relays. The 
microgrid can reconnect again when grid voltage is 
reestablished. 

Additionally, during testing in grid-connected mode, voltage 
and frequency might drift from nominal values to validate a 
microgrid’s ability to provide volt/volt-ampere reactive and 
Hz/watt support and obey various DMS commands, e.g., active 
power dispatch requests by the microgrid. 

Testing speed can be accelerated at any ratio, allowing for 
the quick evaluation of the impact of changes done in the 
controller on overall performance. Together with scaling the 
sequence speed, KPP parameters are scaled accordingly so that 
results from the 100-min and 10-min sequences can be 
compared, for example. 

• Mimic real microgrid operation scenarios 
with events that allow accelerated testing of 
multiple functionalities, including dispatch 
and transition

• Evaluate microgrid controllers’ ability to 
respond to real-time variability of load, 
generation, and energy pricing as well as 
respond to multiple contingencies:
– Motor startup
– Motor trip-off
– Loss of various generation assets
– Line faults

 
Figure 4: A sample test from GHOST, evaluating the microgrid 
controller's performance under changing irradiance conditions and 
grid energy prices. 

be based on inaccurate models of devices. For wide-scale 
standardized testing, CHIL presents as a strong, cost-effective 
option because the only requirement to implement it is an RTS 
connected to the controller under test. GHOST emphasizes the 
importance of CHIL testing. At a minimum, CHIL testing can 
provide a strong breadth of coverage while implementing real 
controller functions. During the procurement challenge,  
vendors were evaluated on the CHIL test bed during the first 
stage, and finalists were tested on the PHIL test bed during the 
advanced testing of the second stage. GHOST includes both 
CHIL and PHIL testing compatibilities—a result of its adaption 
from MIT’s previously developed model, Banshee. 

A. Banshee to GHOST 
MIT’s Lincoln Laboratory developed an open source 

microgrid model called Banshee based on a real-life industrial 
facility [15]. NREL decided to contribute to this initiative by 
enhancing the repository with new features, which were used in 
the procurement challenge. They included the development of 
smart DER models for simplified CHIL functionality; the 
development of automated testing, data acquisition, and 
postprocessing; and sufficient documentation that allows 
interested parties to fully reproduce the CHIL test bed.  

The GHOST topology is an augmentation of the Banshee 
model, distinct in its addition of a PHIL node at Banshee’s third 
feeder as seen in Fig. 3. The node adds the following 
controllable smart DER assets: 1.6-MVA diesel generator, 5-
MVA battery energy storage system (BESS), 2-MVA 
photovoltaic (PV) system, 7x additional loads, and 10x circuit 
breakers with protective relays. The final GHOST feeder 
single-line diagram is shown in Fig. 3. 

The modeled system consists of three substations supplying 
an electric power network based on a real-world location and 
presents challenges that will be found in a community 
microgrid. The overall electrical demand of the feeders reaches 
16.5 MW. The system is rated for a medium voltage of 13.8 kV 
and low voltages of 4.16 kV, 480 V, and 208 V. Twenty-five 
loads are continuously supplied by the feeders: nine critical, 
eight priority, and eight interruptible. Critical loads are 
categorized by the high requirements of continuous electrical 
service, power quality, and reliability (sensitive equipment labs, 
etc.). Priority loads are buildings that, ideally, are always served 
but might be disconnected during contingencies or islanding 
because of a lack of generation. Interruptible loads are buildings 
that are not necessarily required to be served during 

contingencies or islanded conditions. Further, there are two 
large induction motors of 200 hp, one of the largest sizes 
recommended by the 2011 National Electrical Code for full 
voltage startup. Each system load is modeled as a fixed load to 
ensure stability and high transient accuracy of the simulation 
because time-varying loads in Opal-RT are implemented using 
phase-locked loop-based (PLL-based) current injections. The 
generation assets consist of 4,000-kVA and 1,600-kVA diesel 
generators and a 3,500-kVA natural gas-fired combined heat-
and-power system. Both units operate at a 13.8-kV nominal 
voltage and are simulated in a real-time simulator. All units are 
equipped with primary exciter and governor controls and 
secondary paralleling controller models that allow microgrid 
controllers to fully control their operating parameters. The 
system includes 5,000-kW and 2,000-kW PV power plants that 
are supplied with a varying irradiance profile matching a 
defined test sequence. Additionally, 5,000-kVA and 2,000-
kVA BESS are included. Batteries are simulated in the RTS, 
and their capacities are adjusted to the length of the test 
sequence to allow at least two full cycles so that the microgrid 
controller can react to both empty and fully charged batteries. 
Both PV and BESS inverters allow smart functions and are fully 
controlled by the microgrid controller. Smart functions of 
inverters include the possibility to operate in grid-following 
mode, where power commands are followed by using a PLL-
based current controller; and grid-forming mode, where the 
inverters follow voltage and frequency references. Moreover, 
the inverters allow seamless transition between these modes 
and droop functionalities, which largely enhances a system’s 
capability to control a microgrid’s power factor, peak 
shaving/smoothing, and possibly power export. 

The internal system fault was provided by 49 relays that can  
be remotely monitored and actuated by the microgrid controller. 
The relay protection functions are as follows: synchronizing or 
synchronism check (ANSI Standard Device Number 25), phase 
instantaneous overcurrent (ANSI 50P), ac inverse time 
overcurrent (ANSI 51P), undervoltage relay (ANSI 27), 
overvoltage relay (ANSI 59), overfrequency (ANSI 81O), 
underfrequency (ANSI 81U), and fast rate of charge of 
frequency element (ANSI 81R). All relays are able to transmit 
their status using International Electrotechnical Commission 
(IEC) 61850 GOOSE messages and Modbus TCP protocol, and 
some are capable of fast load shedding, also using IEC 61850 
GOOSE—these allowed for an operation cycle with a delay of 
less than 10 ms, which is required during unplanned islanding 
to execute fast load shedding. 

The model is split into three feeders, each of which are 
connected to the utility through the point-of-common coupling 
circuit breakers. These areas are operated as three independent 
distribution feeders during utility-connected operation. 
Multiple tie lines allow for the interconnection of these feeders 
during islanded operation to allow for the use of all resources 
available for the purpose of serving full microgrid loads. 

NREL added smart inverters and generator controller 
simulation models in a real-time simulation rather than using 
the Banshee’s approach of expecting hardware controller 
devices for inverters and generators. The advantage of 
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Steady-state Performance Metrics

KPP1 – Resiliency and Reliability
Measured by calculating the energy delivered to 
predetermined categories of load. A penalty will 
be added for any outage on critical loads.

where:

 
Figure 6: Loads being served (top) and outages (bottom) during a 
test sequence measuring key performance parameter 1—Resiliency 
and Reliability. M stands for motor, I – interruptible, P – Priority and 
C – Critical loads. 

B. Key Performance Parameters 
Rigorously evaluating controller performance with GHOST 

is accomplished by KPPs. A USD value was assigned to each 
KPP as a means of quantifying the performance of controllers.  
This allows for easy comparison of controller operation. KPPs 
in GHOST move beyond the suggested testing of IEEE 2030.8 
to consider realistic concerns in microgrid control, such as fuel 
use and power quality. The following describes KPPs and the 
respective performance outcomes among participants in the 
procurement challenge. 
1) KPP 1: Resiliency and Reliability 

Each KPP is derived by summing the outcome of several 

subcategories. For example, the following contribute to KPP1: 

Resiliency and Reliability:  

x ܧ஼ - Energy delivered to critical loads 

x ܧ௉ - Energy delivered to priority loads 

x ܧூ - Energy delivered to interruptible loads 

x ܧு - Energy delivered as heat 

x ܧ஼ை - Energy of critical loads outage 

x ܧ௉ை  - Energy of priority loads outage. 
The formula for determining each category’s contribution to 

the KPP is simple. It is a scaling of the performance on the task 

by a unit price. For example, with KPP1, energy delivered to 

critical loads, ܧ஼, is extracted from raw data by calculating all 

energy provided to critical loads and is expressed in [kWh], 

whereas corresponding unit price, ଵܲଵ , is given in [$/kwH]. 

Final contribution to the KPP is given by the multiplication of 

the two, resulting in a USD amount. Some subtasks, such as 

energy critical loads outage, contribute negatively to the KPP 

because they are considered penalties for not serving the load. 

KPP 1 is a simple sum of all subcategories, as shown in Eq. (1): 

1ܲܲܭ = ஼ܧ ଵܲଵ + ௉ܧ ଵܲଶ ூܧ + ଵܲଷ െ ஼ைܧ ଵܲହ െ ௉ைܧ ଵܲ଺ +
ாௌௌܧ ଵܲ଻ (1) 

Fig. 6 shows the results of the KPP 1 evaluation for a 

microgrid controller showing desired behavior. In minute 23 of 

this sequence, an unplanned islanding took place, sapping 

generation, thus forcing interruptible as well as some priority 

 
Figure 7: The breakdown of energy resource used by a microgrid 
controller under evaluation. Solar PV and grid energy were prioritized 
in this particular evaluation, as their respective costs were lower than 
energy generation from on-site generators. 

loads to be shed. Using PV inverters, more loads were gradually 

accelerated, and the entire microgrid was soon back online. 

Note that all critical loads stayed online during the entire 

sequence period. This was achieved because of proper price 

structure development so that interruption to a critical load is  

punished more strongly than that of priority loads, thus forcing 

microgrid control optimization schemes to put more effort into 

maintaining critical loads. 

2) KPP 2: Fuel Costs  
KPP 2 concerns fuel costs and reflects true costs of diesel 

and natural gas used on-site, and it includes a valuation for 
energy delivered as heat. KPP 2 tracks the simulated amount 
of fuel use and imposes an operating cost accordingly. As 
shown in Fig. 7, the most successful controller of the 
challenge optimized KPP 2 by maximizing the use of fuel-free 
resources such as PV and the utility grid when its price is 
lower than energy generation from on-site generators. 
3) KPP 3: Interconnection Contract  

KPP 3 accounts for power exchange with the grid, including 

the variable price of energy during the sequence, and it limits to 

reactive power and active power export and import. This KPP 

penalizes controllers for exceeding those limits, forcing 

microgrid controllers to operate in accordance with their power 

contract. The variable energy price motivates the controllers to 

limit consumption of the grid energy when the price is high and 

encourages it when the price is low. By using energy storage, 

additional benefits can be achieved through load shifting. 

4) KPP 4: Grid Services  
KPP 4 designs incentives for controllers to support the grid 

by following commands from the DMS and autonomously by 

providing active or reactive current during various grid 

conditions detected at the POI. For example, Fig. 8 shows a 

magnified view of the final three minutes of an evaluation  

sequence. At the beginning of this period, the microgrid was 

exporting more than 8,000 kW from the grid. At minute 48, the 

DMS requested that the microgrid’s overall active power 

consumption was limited to 3,000 kW. If the controller were 

able to follow that dispatch request and fit within a ±5% 

tolerance band, it would be incentivized. In the case of Fig. 8, 

Energy 
[kWh]

Unit cost 
[$/kWh]

Energy delivered to Critical loads EC P11 = 1.00
Energy delivered to Priority loads EP P12 = 0.90
Energy delivered to Interruptible loads EI P13 = 0.85
Energy Critical loads Outage ECO P15 = 4.50
Energy Priority loads Outage EPO P16 = 2.25
Energy left in ESS at the end of the 
sequence compared to beginning

EESS P17 = 1.00

KPP1 = ECP11 + EPP12 + EIP13
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Loads served (top) and outages (bottom) 
during a test sequence measuring KPP1

Load types:
M = motor, I = interruptible, 
P = priority, C = critical
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KPP2 – Fuel Costs
The cost of fuels to run generators with a credit 
for heat delivered

 
Figure 6: Loads being served (top) and outages (bottom) during a 
test sequence measuring key performance parameter 1—Resiliency 
and Reliability. M stands for motor, I – interruptible, P – Priority and 
C – Critical loads. 

B. Key Performance Parameters 
Rigorously evaluating controller performance with GHOST 

is accomplished by KPPs. A USD value was assigned to each 
KPP as a means of quantifying the performance of controllers.  
This allows for easy comparison of controller operation. KPPs 
in GHOST move beyond the suggested testing of IEEE 2030.8 
to consider realistic concerns in microgrid control, such as fuel 
use and power quality. The following describes KPPs and the 
respective performance outcomes among participants in the 
procurement challenge. 
1) KPP 1: Resiliency and Reliability 

Each KPP is derived by summing the outcome of several 

subcategories. For example, the following contribute to KPP1: 

Resiliency and Reliability:  

x ܧ஼ - Energy delivered to critical loads 

x ܧ௉ - Energy delivered to priority loads 

x ܧூ - Energy delivered to interruptible loads 

x ܧு - Energy delivered as heat 

x ܧ஼ை - Energy of critical loads outage 

x ܧ௉ை  - Energy of priority loads outage. 
The formula for determining each category’s contribution to 

the KPP is simple. It is a scaling of the performance on the task 

by a unit price. For example, with KPP1, energy delivered to 

critical loads, ܧ஼, is extracted from raw data by calculating all 

energy provided to critical loads and is expressed in [kWh], 

whereas corresponding unit price, ଵܲଵ , is given in [$/kwH]. 

Final contribution to the KPP is given by the multiplication of 

the two, resulting in a USD amount. Some subtasks, such as 

energy critical loads outage, contribute negatively to the KPP 

because they are considered penalties for not serving the load. 

KPP 1 is a simple sum of all subcategories, as shown in Eq. (1): 

1ܲܲܭ = ஼ܧ ଵܲଵ + ௉ܧ ଵܲଶ ூܧ + ଵܲଷ െ ஼ைܧ ଵܲହ െ ௉ைܧ ଵܲ଺ +
ாௌௌܧ ଵܲ଻ (1) 

Fig. 6 shows the results of the KPP 1 evaluation for a 

microgrid controller showing desired behavior. In minute 23 of 

this sequence, an unplanned islanding took place, sapping 

generation, thus forcing interruptible as well as some priority 

 
Figure 7: The breakdown of energy resource used by a microgrid 
controller under evaluation. Solar PV and grid energy were prioritized 
in this particular evaluation, as their respective costs were lower than 
energy generation from on-site generators. 

loads to be shed. Using PV inverters, more loads were gradually 

accelerated, and the entire microgrid was soon back online. 

Note that all critical loads stayed online during the entire 

sequence period. This was achieved because of proper price 

structure development so that interruption to a critical load is  

punished more strongly than that of priority loads, thus forcing 

microgrid control optimization schemes to put more effort into 

maintaining critical loads. 

2) KPP 2: Fuel Costs  
KPP 2 concerns fuel costs and reflects true costs of diesel 

and natural gas used on-site, and it includes a valuation for 
energy delivered as heat. KPP 2 tracks the simulated amount 
of fuel use and imposes an operating cost accordingly. As 
shown in Fig. 7, the most successful controller of the 
challenge optimized KPP 2 by maximizing the use of fuel-free 
resources such as PV and the utility grid when its price is 
lower than energy generation from on-site generators. 
3) KPP 3: Interconnection Contract  

KPP 3 accounts for power exchange with the grid, including 

the variable price of energy during the sequence, and it limits to 

reactive power and active power export and import. This KPP 

penalizes controllers for exceeding those limits, forcing 

microgrid controllers to operate in accordance with their power 

contract. The variable energy price motivates the controllers to 

limit consumption of the grid energy when the price is high and 

encourages it when the price is low. By using energy storage, 

additional benefits can be achieved through load shifting. 

4) KPP 4: Grid Services  
KPP 4 designs incentives for controllers to support the grid 

by following commands from the DMS and autonomously by 

providing active or reactive current during various grid 

conditions detected at the POI. For example, Fig. 8 shows a 

magnified view of the final three minutes of an evaluation  

sequence. At the beginning of this period, the microgrid was 

exporting more than 8,000 kW from the grid. At minute 48, the 

DMS requested that the microgrid’s overall active power 

consumption was limited to 3,000 kW. If the controller were 

able to follow that dispatch request and fit within a ±5% 

tolerance band, it would be incentivized. In the case of Fig. 8, 

Used Fuel - Diesel FD [gal] P21 = 74.55 [$/gal]

Used Fuel- Natural Gas FNG [m3] P22 = 4.18 [$/m3]

Energy delivered as Heat EH [MBtu] P28 = 147.00 [$/MBtu]

The breakdown of energy resources used 
by a microgrid controller under 

evaluation. Solar PV and grid energy 
were prioritized in this evaluation, as 
their respective costs were lower than 

energy generation from on-site 
generators.
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KPP3 – Interconnection Contract
• Accounts for cost of power exchange with 

the grid, including the variable price of 
energy during the sequence

• Penalty for exceeding active and reactive 
power export and import limits

KPP4 – Grid Services
Incentivizes controllers to support the grid by 
following DMS commands and autonomously 
responding to detected grid contingency 
events (e.g., underfrequency)

Exported Energy EE [kWh] PE [$/kWh]

Exported Energy Over limit EE0 [kWh] PEO [$/kWh]

Energy imported from grid EB [kWh] PB [$/kWh]

Energy imported over limit EBO [kWh] PBO [$/kWh]
Reactive power over limit 
penalty

ERP [kVArh] P33 = 0.50 
[$/kVArh]

Meeting dispatch command premium 
(DP). Power imported from Grid to µG

TDP [min] P41 = 23.60 
[$/min]

Meeting demand command premium 
(DM). Power exported from µG to Grid

TDM [min] P41 = 23.60 
[$/min]

Following Volt/Var support premium 
(VV)

TVV [min] P43 = 290.00 
[$/min]

Following Demand response curve 
(Freq/kW, FkW)

TFkW [min] P44 = 149.50 
[$/min]

Meeting power factor request (PF) TPF [min] P46  = 11.21 
[$/min]

Violating planned disconnect request 
(DR)

TDR [min] P45 = 19.50 
[$/min]

Unplanned disconnect – failure to 
disconnect (UD)

TUD [min] P47 = 26.40 
[$/min]
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KPP4 – Grid Services
Incentivizes controllers to support the grid by 
following DMS commands and autonomously 
responding to detected grid contingency 
events (e.g., underfrequency)

 
Figure 8: Active power at point of interconnection for a microgrid 
controller, and its correlated performance on key performance 
parameter 4 related to grid services. 

it was able to meet the dispatch request very efficiently. At 
minute 49, a low-frequency event was programmed into the test 
sequence, an example of an event that happens in power 
systems after a large generation trip, e.g., a nuclear plant. 
Shortly after that event, frequency in the power system decayed 
and might have eventually lead to underfrequency contingency 
load shedding. Most large conventional generators avoid this by 
following the frequency to active power (Hz/kW) droop and 
support the system autonomously. Microgrids in the challenge 
were incentivized, if they could, to provide a similar type of 
support. If active power were within ±10% of the reference 
power calculated with Eq. (2), the controller was incentivized 

஼ܲ௠ௗ  =  ோܲ௘௙ ט   ൫௙೒ି௙ಿ൯
௙ಿ஽ು ேܲ  (2) 

5) KPP 5: Power Quality  
KPP 5 is designed to quantify power quality. Two types of 

power quality analyzers were implemented to evaluate KPP 5. 
These analyzers were implemented on every bus within the 
microgrid: six in Feeder 1, nine in Feeder 2, five in Feeder 3, 
and three in Feeder 4. Frequency and voltage were compared 
with time thresholds defined in IEEE 1547a-2014 as clearing 
times [17]. When voltage or frequency sags at a bus, a penalty  
is integrated.  
6) KPP 6: Microgrid Survivability  

KPP 6 penalizes a controller when the state of charge falls 
below 40% in either ESS during grid-connected operation. KPP 
6 emphases the need for microgrids to maintain backup 
reserves, and, as shown in Fig. 9, the penalty incentivized 
controllers to maintain the ESS’ state of charge and motivated 
controllers to recharge batteries immediately after islanding 
events to prepare for the next possible islanding event.  
7) KPP 7: Operation and Maintenance  
KPP 7 captures the degradation of the use of components of a 
microgrid. This is achieved by calculating all the circuit breaker 
switching actions—all the times that the generator is being 
started—and counting how many times batteries are being 
cycled. Line, transformer, and generator overcurrent conditions 
are also monitored because these can lead to thermal 

 
Figure 9: An ESS state of charge for a microgrid controller under test 
and its respective performance on key performance parameter 6, 
microgrid survivability. 

overruns and degradation of expensive equipment.  
8) KPP 8: Economic Operation  
KPP 8 sums and summarizes the previous seven parameters  
to score the overall controller’s performance in USD.  

V. CONCLUSIONS AND FUTURE WORK 
GHOST is a solution for the standardized evaluation of 

microgrid controllers. It was developed to consistently compare 
the performance of microgrid controllers and has been refined 
by a competitive program in which GHOST was applied to 
diverse microgrid configurations. NREL’s procurement 
challenge, beyond its importance to advancing microgrid 
controller technologies and standards, allowed GHOST, the 
highest-fidelity microgrid controller model available, to be 
trialed in a competitive and unbiased environment. The ability 
to perform this comparison of various microgrid controllers 
allows better understanding of various control approaches for 
more resilient future microgrid applications. Knowledge gained 
from those results, and from the general functionality of 
GHOST, are discussed in the following. 

A. Importance of CHIL and PHIL Testing 
CHIL and PHIL testing together with a comprehensive 

automated evaluation scheme are key to not only comparing 
various technologies and vendors but also to developing 
processes to compare the progress of microgrid controller 
development. By iteratively repeating and improving on the 
same test sequence, high-performance and robust microgrid 
controller design can be achieved. Every participant in the 
procurement challenge significantly improved their controller’s 
performance throughout testing. Fig. 10 shows the gradual 
improvement in KPP 8 (the global score) for one of the 
participating controllers. The progress achieved by each group 
between test iterations is an example of the importance of 
hardware-in-the-loop experiments before field deployment—
that evaluation under realistic operating scenarios can improve 
a vendor’s understanding of their product. Automated testing 

Transients experienced 
due to microgrid load, 

DER, and fault 
conditions

Response to grid 
underfrequency event

DSO 
command 
limits
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KPP5 – Power Quality
Voltage and frequency monitored at all nodes and 
deviations violating IEEE 1547a-2014 clearing times 
(Tables 1 and 2 of the standard) are penalized

KPP6 – Microgrid Survivability
Allowing battery State of Charge (SoC) below the 
predetermined level during grid connected 
conditions results in a penalty

KPP7 – Operation and Maintenance
Accounts for microgrid component use that will 
result in component degradation, including 
generator starting, battery cycling, CB switching, and 
overcurrent conditions

KPP8 – Economic Operation
Dollar sum of KPP1 to KPP7 allowing for overall 
comparison of various controllers under test

 
Figure 8: Active power at point of interconnection for a microgrid 
controller, and its correlated performance on key performance 
parameter 4 related to grid services. 

it was able to meet the dispatch request very efficiently. At 
minute 49, a low-frequency event was programmed into the test 
sequence, an example of an event that happens in power 
systems after a large generation trip, e.g., a nuclear plant. 
Shortly after that event, frequency in the power system decayed 
and might have eventually lead to underfrequency contingency 
load shedding. Most large conventional generators avoid this by 
following the frequency to active power (Hz/kW) droop and 
support the system autonomously. Microgrids in the challenge 
were incentivized, if they could, to provide a similar type of 
support. If active power were within ±10% of the reference 
power calculated with Eq. (2), the controller was incentivized 

஼ܲ௠ௗ  =  ோܲ௘௙ ט   ൫௙೒ି௙ಿ൯
௙ಿ஽ು ேܲ  (2) 

5) KPP 5: Power Quality  
KPP 5 is designed to quantify power quality. Two types of 

power quality analyzers were implemented to evaluate KPP 5. 
These analyzers were implemented on every bus within the 
microgrid: six in Feeder 1, nine in Feeder 2, five in Feeder 3, 
and three in Feeder 4. Frequency and voltage were compared 
with time thresholds defined in IEEE 1547a-2014 as clearing 
times [17]. When voltage or frequency sags at a bus, a penalty  
is integrated.  
6) KPP 6: Microgrid Survivability  

KPP 6 penalizes a controller when the state of charge falls 
below 40% in either ESS during grid-connected operation. KPP 
6 emphases the need for microgrids to maintain backup 
reserves, and, as shown in Fig. 9, the penalty incentivized 
controllers to maintain the ESS’ state of charge and motivated 
controllers to recharge batteries immediately after islanding 
events to prepare for the next possible islanding event.  
7) KPP 7: Operation and Maintenance  
KPP 7 captures the degradation of the use of components of a 
microgrid. This is achieved by calculating all the circuit breaker 
switching actions—all the times that the generator is being 
started—and counting how many times batteries are being 
cycled. Line, transformer, and generator overcurrent conditions 
are also monitored because these can lead to thermal 

 
Figure 9: An ESS state of charge for a microgrid controller under test 
and its respective performance on key performance parameter 6, 
microgrid survivability. 

overruns and degradation of expensive equipment.  
8) KPP 8: Economic Operation  
KPP 8 sums and summarizes the previous seven parameters  
to score the overall controller’s performance in USD.  

V. CONCLUSIONS AND FUTURE WORK 
GHOST is a solution for the standardized evaluation of 

microgrid controllers. It was developed to consistently compare 
the performance of microgrid controllers and has been refined 
by a competitive program in which GHOST was applied to 
diverse microgrid configurations. NREL’s procurement 
challenge, beyond its importance to advancing microgrid 
controller technologies and standards, allowed GHOST, the 
highest-fidelity microgrid controller model available, to be 
trialed in a competitive and unbiased environment. The ability 
to perform this comparison of various microgrid controllers 
allows better understanding of various control approaches for 
more resilient future microgrid applications. Knowledge gained 
from those results, and from the general functionality of 
GHOST, are discussed in the following. 

A. Importance of CHIL and PHIL Testing 
CHIL and PHIL testing together with a comprehensive 

automated evaluation scheme are key to not only comparing 
various technologies and vendors but also to developing 
processes to compare the progress of microgrid controller 
development. By iteratively repeating and improving on the 
same test sequence, high-performance and robust microgrid 
controller design can be achieved. Every participant in the 
procurement challenge significantly improved their controller’s 
performance throughout testing. Fig. 10 shows the gradual 
improvement in KPP 8 (the global score) for one of the 
participating controllers. The progress achieved by each group 
between test iterations is an example of the importance of 
hardware-in-the-loop experiments before field deployment—
that evaluation under realistic operating scenarios can improve 
a vendor’s understanding of their product. Automated testing 

 
Figure 10: A graph of improving test runs for GHOST users, evaluated 
across the user’s collective performance on all test parameters. 

also allows for the development of new complex features that 
require extensive validation and could eventually lead to 
pursuing new revenue streams—e.g., ancillary services or 
resilient operation in N-1 contingencies. 

B. Ease of Use and Flexibility 
GHOST is a turnkey solution, ready to deploy in a day or so. 

Users can download the open-source code for free and execute 
it on any suitable Opal-RT machine with almost no effort. 
Comprehensive documentation was created that allows quick 
setup for any party interested in microgrid control evaluation 
[16]. 

Any microgrid controller can be benchmarked using the 
same power system and test sequences as used during the 
challenge so that their performance can be compared with 
results presented in this paper.  

For testing other objectives, users can adjust unit prices, time 
series, and test sequences to reprioritize controller functions and 
reflect site-specific operation with minor changes to text-based 
test scripts. 

If another microgrid configuration is to be evaluated, it can 
be achieved by changing the single-line diagram, which can be 
done by reusing components from developed libraries and by 
following design patterns and flows developed within GHOST. 

C. Furthering Standards 
GHOST has been developed to stimulate the progress of 

microgrid controllers by developing methods of evaluating their 
performance. Specifically, GHOST evaluates a controller in 
accordance with the core functionality as stated in IEEE 
2030.7—dispatch functions and transition between grid-
connected and grid-disconnected states—and in accordance 
with the testing procedures as advised in IEEE 2030.8: 
x Quantification of controller performance using realistic 

monetary valuation 
x Management of disturbances, dispatch orders, and 

contingency conditions in both grid-connected and 
islanded modes 

x Planned and unplanned islanding and automatic 
reconnection scenarios under different initial conditions. 

Further, GHOST proposes a vetted weighting of evaluation 

criteria, as informed by a group of microgrid specialists. The 
criteria build on the broad suggestions of IEEE 2030.8. 

D. Future Work 
GHOST is available on Github.com at 

https://github.com/PowerSystemsHIL/EPHCC [18]. The open-
source model requires an Opal-RT: OP6500 platform with a 
minimum of 12 CPU cores. Future edits to GHOST will include 
modifications to accommodate other RTS platforms, and they 
will be informed by continuing use at NREL and feedback from 
the public. 
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• Approach in IEEE Std 2030.8 [2]:
– Evaluated at transition to 

unplanned island, planned 
island, and reconnection

– V, f, P, Q settling time, 
overshoot, and steady-state 
values within contractual 
limitations
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Figure 5—Depiction of a representative response of P and Q controllers at the POI

9. Compliance testing procedure
The compliance of the MGCS with the standard shall be determined through testing in accordance to the test 
scenarios and metrics clauses. The testing shall be carried out by the vendor and as required by the utility or 
entity to which the microgrid is connected, in accordance with its interconnection requirements and agreements 
DQG�V\VWHP�VSHFL¿FDWLRQV��Annex F provides further information on considerations in compliance testing.

3DVV�IDLO�UHTXLUHPHQWV�VKDOO�EH�GH¿QHG�DQG�DJUHHG�XSRQ�MRLQWO\�E\�WKH�VWDNHKROGHUV�LQYROYHG��LQFOXGLQJ�WKH�
utility and owner and operator of the microgrid.
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8. Metrics

8.1 General considerations

In the testing procedures, based on the scenarios used to test the core functions, the only variables being 
measured are voltage and current. The derived quantities are frequency, real and reactive power, and power 
TXDOLW\�UHODWHG�LQGLFHV��YROWDJH�DQG�FXUUHQW�KDUPRQLFV��YROWDJH�VDJV�DQG�VZHOOV��ÀLFNHU��

This standard only deals with the SS and transient response of voltage, frequency, and power exchanges (real 
and reactive) at the POI. Relevant standards are available for determination of other quantities.

8.2 Steady-state and transient voltage and frequency requirements

The typical shape of the allowable operating ranges of the microgrid at the POI in terms of voltage and 
frequency requirements are depicted in Figure 2 and Figure 3. These are the same type of plots that apply to 
any generator or DER connected to a distribution grid. The line between trip and ride-through areas may be a 
dead band where either trip or ride-through is acceptable.

The actual voltage and frequency levels and the interval over which they apply are set either by the 
interconnection requirements with the DSO, or the applicable grid codes in the jurisdiction in which the 
microgrid is operating or set by any applicable or accepted standard in this jurisdiction. Annex E provides 
further information.

Figure 2—Generic operational voltage ranges—grid-connected mode

Figure 3—Generic operational frequency ranges—grid-connected mode
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the Testing of Microgrid Controllers
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Unintentional Islanding Event Performance Example

• Transition operation from paper with Jing
• Other needs

Traditional method Improved method [4] 
[4] J. Wang, B. Lundstrom, A. Bernstein, “Design of a Non-PLL Grid-forming Inverter for Smooth Microgrid Transition Operation,” in IEEE PES General Meeting, 2020.
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Considerations for Microgrid Control Co-design
• For practical implementations, microgrid control system performance and 

value are dependent on a wide array of metrics—both dynamic and 
steady-state—that may be challenging to co-optimize, especially for 
multiple microgrid configurations
– Local and POI objectives are frequently competing
– The relative importance of performance metrics may vary widely by 

region and owner

• A standard set of metrics and evaluation scenarios is critical for objective 
comparison and validation of MGCS performance

• HIL is a valuable, cost-effective tool for rapid, iterative design and 
evaluation
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Considerations for Microgrid Control Co-design
• Contemporary microgrid controllers are highly optimized for a particular 

configuration to provide the maximum value. This makes it difficult to 
avoid recurring engineering cost.

• Microgrid assets and controllers from multiple vendors are often used to 
minimize overall cost and due to vendor specialization. Standardization 
and interoperability are critical to support this approach, but may conflict 
with control co-design
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